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AHA!: A Connectionist Perspective On Problem Solving

Craig A. Kaplan

Carnegie-Mellon University

What can connectionism offer Cognitive Scientists interested in problem solving? How might
Connectionist ideas fit with existing theories of problem solving -- specifically the Gestalt approach and
the problem space approach advocated by Newell & Simon (1972)? Finally. can a Connectionist model
of problem solving perform? Can it easily account for a vanety of problem solving phenomena?

The Gestalt theory of problem solving is a good place to begin answering these questions. One of the
great appeals of the Gestaltist perspective on problem solving is that the problem solver and all of the
elements of the problem are considered to be dynamically inter-related The solution is a gestalt that
emerges from the simultaneous influence of each part of the problem. Dunng a flash of insight or
.restructuring," all of the parts suddenly fit together in a new way forming a solution. Analyzing this
solution gestalt into its component parts seems to miss the very essence of the Gestaltist view of problem
solving, namely the dynamic relations between the parts. Yet without a more rigorous analysis, the
Gestatist theory remains inescapably vague and subject to the liberties of individual interpretation.

Newell and Simon's conception of problem solving as search through a problem space provides rigor.
The success of that rigor is well known and ranges from Al programs capable of making scientific
discoveries, to accounts of human behavior in a wide variety of problem domains, including puzzle
problems requiring 'insight" (Kaplan & Simon work in progress). Some key elements of the theory are:
1)Problem solving behavior can be described as search through a state space with each state
corresponding to a configuration of the problem and/or a specification of the knowledge state of the
problem solver. 2)Movement from one state to another state is accomplished by applying an operator
corresponding to performing some physical or mental action. 3)Heuristics, or rules of thumb, can help
select which of a number of potential operators to apply.

Typically, the search perspective has been used to desc ,.,e problem solving behavior occurring on a
macro-level time scale of seconds as opposed to the more detailed micro-level of processing where
states and operators are actually generated. It is here, at this micro-level of operator or idea generation,
that Gestalt ideas might prove more fruitful if they could be formalized. Connectionism offers the
possibility of rigorously modeling the dynamic interactions described by the Gestaltists at a micro-level,
while retaining compatibility with the notion of serial search through a problem space at a macro-level.
The most direct way to explore this possibility is via a connecionist network model incorporating an
interactive activation mechanism.

Consider a problem solving model consisting of inter-connected units corresponding to the features of
a problem and to the goals and knowledge of the problem solver. Through a process of interactive
activation (and inhibition) these ur- "settle" into a .tahla Rtsae -- a p.rocess that roughly corresponds to
generating an operator, applying . and arriving in a new state in Newell and Simon's problem space
model. For the sake of interpretability, and as a convenient means of providing feedback, the network
model could explicitly represent possible states in the problem space by a set of units. After a number of
processing cycles, the most active "state" unit could receive positive or negative external input,
corresponding to a favorable or unfavorable evaluation of the idea it represents. This input would spread
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through the unit s connections, either reinforcing the state or causing a new state to be generated. The

modefs macro-level behavior would appear as a sequential generation of states, or movement through a

problem space. However the Gestatist ideas of dynamic interaction and simultaneous influence would be

at work at the micro-level, generating each successive state.

AHA! as a Problem Solver

The AHA! (Associative Hierarchical Activation) model is a concrete instantiation of the ideas just
mentioned, in a connectionist network. AHA! was designed to simulate solving variations of Duncker's
Box problem (Duncker 1945). Bnefly, the Box problem consists of trying to attach a candle to the wall (so

that it can burn normally) using a candle, matches, a box of tacks. The insightful solution consists of

tacking the box to the wall and placing the candle in it. Subjects find it easier to .see* this solution when
the tacks have been first emptied from the box (the tacks-not-in -box condition) as compared to a

condition where the box contains the tacks (the tacks-in-box condition). For the sake of simplicity, AHAI

tries to achieve only a partial solution to the Box problem. AHAI's criteria for a successful solution is

generating either the idea attach the box with tacks or the idea support the candle with box. Research

with other insight problems (Kaplan 1986) indicates that a human subject capable of generating either of

these partial solutions ought to find the remaining steps in the the total solution trivial.

Figure 1 depicts the four layered organization of AHAI. Units in the PI (Perceived Item) layer

correspond to actual items in the physical problem environment such as the candle and matches. The box

of tacks has two complementary representations at this level: box-of-tacks, or box and tacks. The RA

(Role Assignment) layer contains units representing the assignment of items to the roles of Instrument

and object (e.g. a candle-as-object unit, abbreviated c-obj). Units In the topmost F level correspond to

functions that the items might possess, or equivalently, actions that might be taken with them. (e.g.

attach, or Ignite). Possible states in AHAI's problem space are represented by triples at the T level.

Each triple consists of a function (action) relating an item in the role of object to an item in the role of

instrument (e.g. ignite candle-as-object [with] matches-as-instrument, abbreviated I-c-m). Connections

between units in adjacent layers are excitatory, while the connections within a level are generally

inhibitory. Activation spreads bi-directionally (i.e. interactively) between units as the network settles. The

T unit with the highest activation after any given settling is considered to be the state generated by the

model.
0 attach 0 ignite 0 malt 0 contain auppot ' LAYER

/0 a-b-t 0 a-b-c 0 a-t-t - a-c-c
o a-bt-C 0 a-c-t 0 a-c-Vb 0 a-c 0 a-u-c
0 8- -bt 0 a 0 -u 0 i-b 0 -b-c 0 .-c- T LAYER
O .- c-c 0 .-u-u 0 . oM-c-c 0 a-c-,0
o C-t-b 0 C-C-b 0 -b 0 -- b 0 a-,-b

o C.0b1 -obj qc,.n. 0 c-in.
0 bt-ob' " A-'' 0 -in PA LPAYER

t acks 0 bca&ck a 'ba c-Ands 0 uacchas P1 LAYER

Figure 1: The AHAI Model
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Before looking at the detailed specifications of the model, consiodr these problem solving phenomena

that follow from the general characteristics of the architecture

Insight & Restructuring
AHA! has no special "insight mechanism." AHA! accounts for insight in the same way it accounts for

the generation of any new problem solving idea, A conspiracy of problem (and problem solver) e;,Tents.

whose own activations aie inter-dependent and responsive to simple feedback from the environment.

activates one T unit more than its peers. As discussed below, a sudden change of representation. or
restructuring, often accompanies AHAI's insight -- not through any special mechanism. but again as a

consequence of the model's interactive processing characteristics.

Directed Search
Consider AHA!'s generation of the idea/state m-c-m (melt candle with matches). Because this state is

not a partial solution by the model's criteria, it would receive negative feedback. However, while it was

active, it would have had a chance to activate related concepts (e.g. the objects candle and matches).

Hence the next generated state, perhaps I-c-rn (ignite candle with matches), is likely to contain elements

in common with the previous state. Using what amounts to semantic priming, AHAI is able to exhibit the

phenomena of directed search. Like a human problem solver, AHAI will tend to generate bursts of related

ideas, exploring the problem space systematically rather than generating states haphazardly.

Goal Fixedness
Goals correspond to a pattern of activation over a number of units. For example, external Input applied

to the units attach and c-obJ(candle as object) corresponds to the goal: attach the candle. In most AHAI
simulations this initial input is allowed to decay. Without constant input from outside the network, the
model's goals fluctuate with the activations of other related units in the network, thus allowing AHAI to

change goals flexibly during the course of solving the problem -- just as human subjects typically do.
However, camping these *goal inputs' causes AHA! to adhere more rigidly to the initial goal of the
problem. Just as overly goal-directed human subjects often persist in using the same approach despite
repeated failures, the Goal Fixed AHAI model takes longer to generate a partial solution, needlessly
revisiting a state that had been previously generated and rejected.

Einstellung
Suppose that instead of clamping external input to units corresponding to a goal, we provide initial

input to one of the partial solution states represented at the T layer. This primed solution state might

correspond to the problem solving set, or Einstellung, evoked in human subjects who have repeatedly
solved a number of problems in the same way. Like human subjects suffering from Einstellung, AHAI

tends to choose the *primed" solution when solving a problem that has multiple solutions (see below).

Functional Fixedness & Salience Effects.
The PI level In AHAI includes alternative ways of representing the box and the tacks in the Box

problem, corresponding to Duncker's belief that subjects perceive the (function of) the box differently in

the two conditions of his experiment. Providing input to one of these perceptions and not the other
corresponds to increasing the salience of the former. If the tacks-in-box perception (btacks) is favored
over the box-separate-from-tacks perception, then AHAI exhibits the phenomenon of functional fixedness

(i.e. it experiences difficulty in generating a partial solution). As will be seen, AHA! provides qualitative
fits to the data from two separate experiments involving the Box problem, and is consistent with both
Functional Fixedness (Duncker 1945) and salience (Glucksberg & Weisberg 1966) interpretations of the

Box problem's difficulty.
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Detailed Specifications of AHAI

Interactive Activation

AHA! uses the interactive activation and competition (lAC) architecture (McClelland 1981. McClelland &
Rumelhart 1988). The network consists of processing units that are organized into layers and

;nterconnecled using bi-directional excitatory and inhibitory connections. The activation of a particular unit

depends upon both its current activation and the net input to the unit from other units and from outside the

network. The net input to a unit iis calculated by:

input, = + e, -/Z

Ext i corresponds to any input to unit i from outside the network, e, are the activations of units with
excitatory connections to unit i, and i are the activations of units with inhibitory connections to unit /. The
constants S, E and / (all set to .05 for the simulations described below) scale the strength of the external

input, the excitatory input from other units, and the inhibitory effect of other units respectively. The actual

change in the activation of a unit i must take into account not only the net input, but also unit fs current

activation, ar If the net input is excitatory (i.e. >= 0) then:

Aa i = (max - a1)inputi - decay(a, - rest).

If the net input is inhibitory (i.e. < 0) then:

Aai = (ai - min)input, V- decary(a i - rest).

The parameters max and min correspond to the maximum (+1) and minimum (-.2) activations that a

unit can assume, while decay (.05) specifies the rate at which a unit has the tendency to decay back to Its
resting value, rest (-. 1).

Interconnectedness
Connections between layers of units are excitatory, with units being connected to conceptually related

units in other layers. Some of these connections are illustrated in Figure 1. All units within a layer have

mutually inhibitory connections with two exceptions: 1) At the RA level, there are no inhibitory

connections between items used as objects and different items used as instruments, since such

connections would be nonsensical. 2) At the PI level, only the two representations that Duncker

hypothesized as alternatives are put into competition (i.e. btacks inhibits the mutually excitatory pair of

box and tacks).

The units themselves were derived from Duncker's description of the problem, pilot data from subjects

asked to solve the problem, and (in the case of the T units) by constructing all triples that were physically

possible given real world materials (e.g. real tacks, a real box, etc.)

Feedback
A single update of the activation values of all the units in the the network according to the rules

described above constitutes one cycle. AHAI was allowed 100 cycles to settle each time a change was

made to the external input. After settling, the author observed the activation values of the T units, and

considered the most active unit to be the next generated state. In the event of a tie of activation values,

one of the tied units was selected arbitrarily.1 If the state did not correspond to a partial solution of the

'A subsequent analysis revealed that the qualftativ, fts to the data and general trends are not affected by t way in which ties
are decided.
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dox problem (i.e was not a-b->t or S-c-bI, then the T unit was clamped with a - 5 external input, and AHAI

was allowed to settle for another 100 cycles

Simulations

Five simulations are discussed in this paper The first three correspond to conditions of Functional
Fixedness experiments performed by Duncker and Glucksberg & Weisberg, while the remaining two
illustrate the phenomena of Goal Fixedness and Einstellung. In each simulation, a high external input (g9
was applied to the units attach and c-obj for the first 100 cycles, corresponding to the initial problem
solving goal of attach the candle. A constant input (.5) was also applied to the units matches and candle,
corresponding to the idea that these items remained moderately salient in all of the variations of the
problem. The differences between the simulations will be pointed out as we proceed.

Simulations of Functional Fixedness & Salience Effects
To make sense of the first three simulations, we need to understand their correspondence to

experimental conditions involving human problem solvers. While Duncker had two conditions in his
experiment, one in which the tacks were contained in a box, and one in which the tacks were separate
from the box, Glucksberg & Weisberg presented subjects with three versions of the Box problem. In the
All Label version, subjects saw a picture of a box containing tacks, a candle, and some matches. The
words BOX, TACKS, CANDLE, and MATCHES were also present in the picture, with arrows pointing from
labels to items. In the No Label version, the same picture was presented without the labels. In the Tacks
Label condition, the same picture was again presented, but this time there was a single label TACKS with
an arrow pointing to the box of tacks. The task, as in Duncker's experiment, was to find a way to attach
the candle to the wall using the items shown in the picture.

Differences between the All Label, No Label, and Tacks Label conditions were simulated by providing
different inputs to the units btacks, box, and tacks. In the All Label simulation, both box and tacks were
clamped with moderate input (.5) corresponding to the fact that the labels made each of the items salient.
B-tacks, the unit corresponding to a perception of the box of tacks as a single unit whose function was
the same as that of tacks, received no Input. In the No Label simulation, btacks was damped with a
moderate input (.5) while box and tacks received no input. Finally, in the Tacks Label simulation, btacks
was clamped with a high (.9) input, corresponding to a particularly strong tendency to view the box of
tacks as a single item possessing only the properties of tacks. Again, box and tacks received no input in
the Tacks simulation.

Note that the All Label condition roughly corresponds to Duncker's tacks-separate-from-box condition,
since the both the label BOX and physically separating the box from the tacks can be interpreted as
making the box more salient. Similarly, the No Label condition corresponds to Duncker's tacks-in-box

condition, since subjects tend not to consider the box in either of these conditions. Due to this rough
equivalence between the two experiments, the same AHAI simulations have been used to model the first
two conditions in both experiments. Since Duncker has no condition corresponding to the Tacks Label
condition of Glucksberg & Weisberg, the Tacks Label simulation fits data from a single experiment only.

Fits to the Human Data As is readily apparent from Table 1, AHAI generates the least number of
states in the All Labeled condition (4), considerably more states in the No Label condition (10), and even
more in the Tacks Label condition (11 before it is unable to generate further states because all the
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Table 1: State Sequences Generated by Five AHAI Simulations

All Labeled No Labels Tacks Label 4oal rized tinstellung

a-c-t a-c-bt a-c-bt a-c-t a-c-t
a-c-bt a-c-t a-c-t a-c-bt s-c-b'
a-c-C a-c-c a-c-c a-c-c
a-b-t* i-c-c a-m-bt a-c-t

M-c-c a-bt-bt a-b-t*
M-c-M a-M-c
i-c-M i-M-c
i-b-m* a-M-t
i-n-r i-n-rn
s-c-b c-m-b* * indicates the first state

s-m-b to make use of the box.
STUCK

Table 2: Data From Human Subjects Solving the Box Problem

EXPERIMENTAL % SUBJECTS WHO AVERAGE # OF % WHOSE FIRST
CONDITION SOLVED PROBLEM PRE-SOLUTIONS SOLUTION USES BOX

Tacks not in Box (Duncker) 100% 1.3 not reported
Tacks in Box (Duncker) 42.9% 2.3 not reported

All Labeled (G & N) 100% not reported 95%
No Labels (G & N) 85% not reported 65%
Tacks Label (G A N) 77.1% not reported 54.3%

activations at the T layer have become negative). From these data, we would conclude that the
conditions are progressively more difficult and we might expect progressively fewer subjects to solve the
problem in the more difficult conditions. Furthermore we might expect those subjects who did solve the
problem in the more difficult conditions to require more solution attempts, just as AHAI does.

Data from human subjects, presented in Table 2, confirms our expectations based on the model's
behavior. Both human subjects and AHAI find the same variations of the Box problem difficult, and make
more solution attempts on the more difficult variations. The Glucksberg & Weisberg result that fewer
subjects use the box in their first proposed solution as the problem conditions get more difficult, is also
reflected in AHAI's behavior. The asterisks in Table 1, marking AHAI's first proposal of using the box in a
solution, occur progressively later in the simulation traces corresponding to the more difficult variations of
the Box problem. 1

Simulations of Goal Fixedness, Einstellung, & Restructuring
Goal Fixedness. To simulate the lack of flexibility exhibited by overly goal-directed problem solvers,

the All Labeled simulation was modified. Instead of removing the external inputs to attach and c-obj
(corresponding to the goal of attach the candle) after 100 cycles as was done with all the other
simulations, these inputs were left "clamped on." As Table 1 indicates, the result was a delay in
generating the partial solution a-b-t (attach box with candle). A dose look at the sequence of states
reveals that the delay is caused by a revisitation of the state a-c-t (attach candle with tacks). Although
this state was rejected earlier, it received such strong support from the clamped goal that it was
regenerated.
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Einstellung The All Labeled simulation was again modified to simulate Einstellung This time the

partial solution state s-c-b(support candle with box) was pnmed with a high external input for 100 cycles

Table I shows that whereas the All Labeled simulation ends up generating a-b-tiattach box with tacksi

the Goal Fixed simulation generates s-c-b. Thus a complete change in the direction cf problem solving

resulted from pnming one of the partial solution states

RestrUctunng Interestingly, in the Einstellung simulation. AHA! shifts goals from artacm candle, to
support candle concurrent with its generation of s-c-b This int#ractive, simultaneous emergence of goal
and new problem state is characteristic of AHA!'s behavior at the micro-level. More generally. such a
simultaneous switch of two or more elements can be interpreted as a change in representation or
restructuring. Depending on the values of the inhibition parameters used, AHAI can be seen to switch its

representation from box-of-tacks to tacks and box at the RA level, simultaneously with the generation of

the partial solution, s-c-b (support candle with box).

Conclusion

The themes of interactive activation and the interconnectedness of units are of the essence of each of

the problem solving phenomena discussed above. Stress one part of the model by making a goal or

problem feature more salient and the model shifts its behavior dynamically and interactively. This

dynamic adaptation, so characteristic of human problem solvers, is reflectec both at the micro-level in the

generation of a single state, and at the macro-level by the variety of interesting solution paths AHAI
produces.
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